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Abstract. Phishing remains a major cybersecurity threat, exploiting
human vulnerabilities through deceptive tactics. Traditional awareness
training often involves simulated phishing campaigns via e-mail and simi-
lar channels, in addition to training materials for employees to complete.
Prior work indicates limitations in effectiveness, highlighting the lack
of interactivity and contextual factors. This paper explores an interac-
tive, user-adaptive, LLM-based approach to phishing awareness training,
combining simulated phishing campaigns with adaptive feedback mecha-
nisms from interactive learning. A training environment was developed as
a research prototype, supporting experiments on adaptive training meth-
ods, including modes of interaction, target customization, feedback, and
adaptivity to user environments. The prototype demonstrates the poten-
tial of realizing these aspects with LLMs according to interactive learning
principles, such as targeted user engagement and instantaneous feedback.
It is intended to serve as a basis for studies on effectiveness, efficiency,
and adaptive methods in corporate settings, education, or phishing pre-
vention initiatives.
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1 Introduction

Although advancements in encryption, firewalls, and multi-factor authentica-
tion have strengthened technical defenses, human error steadily remains the
weakest link in the security chain, causing high-severity breaches through an
ever-increasing number of phishing attack techniques [8]. Reports from the Anti-
Phishing Working Group (APWG), a global initiative against cybercrime, indi-
cate that nearly 900,000 phishing websites were detected in the second quarter of
2024 and highlight the recent severity of "business e-mail compromise" (BEC)
attacks, causing substantial financial and reputational damages [1]. These at-
tacks not only compromise the security of users and enterprises, but increasingly
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involve identity theft and impersonation that convinces employees to reveal priv-
ileged information or to transfer assets, reportedly causing damage amounting
to 2.9 billion USD in 2023 within the US [1].

Addressing these attacks requires effective phishing awareness training that
engages users beyond providing information or course material. Training meth-
ods often involve simulated phishing campaigns where users are subjected to
phishing e-mails or websites [4]. Those users who fall victim to these simulated
attacks are often asked to complete training materials or receive information per-
sonally or in workshops. In particular, prior research has shown that established
training methods mostly fail to engage users effectively, lacking interactivity
and real-world applicability [2]. Furthermore, simulation and training methods
are limited in terms of adaptivity [2,4], especially for training against targeted
high-severity attacks such as BEC or targeted "whale phishing" attacks, aimed
at high-level employees. Adaptivity allows simulations and training to target
individual users and enterprise environments as opposed to simulating generic
campaigns and providing training not specific to the campaign, the user, and
the business setting.

Based on the premise that interactivity and adaptivity need to be addressed
in future phishing awareness training, this paper applies principles of interactive
learning [7,3] and introduces adaptivity in simulations and training by LLMs.
An adaptive Phishing Awareness Training Environment has been developed as a
research prototype. Towards strengthening phishing awareness training efficiency
and effectiveness against modern, targeted attacks in different enterprise settings,
the aim of the prototype is to show the feasibility of adaptivity and interactive
learning concepts and to serve as a basis for further experimentation and studies.

This paper follows this structure: Section 2 outlines background and the
core concept of the adaptive approach. The research prototype with architecture
and implementation is discussed in Section 3. Section 4 concludes the paper by
summarizing findings and outlining directions for future research.

2 Background and Concept

This section introduces the background and the approach to phishing awareness
training, centered around interactive learning and adaptivity by utilizing Large
Language Models (LLMs) in an interactive environment.

2.1 Background

Interactive learning calls for learning by interacting with the subject matter,
allowing learners to engage or experiment in direct contact with a subject, receive
instant feedback on their actions or questions, and explore the subject based on
their own experiences [3]. In terms of phishing, interactive learning can support
the ability of users to recognize phishing tactics over time [8].

The interactive learning principles are combined with and supported by
LLMs that have shown potential in their ability to generate text according to in-
structions and prompting, interactions for assistance, or question answering [6].
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Their ability to analyze textual cues and infer intent makes them particularly
suited for phishing awareness training, where identifying subtle manipulative
tactics is crucial. Their application allows for training according to interactive
learning, adapted to phishing messages, users, and business settings. On this
basis, training can involve teaching phishing indicators, help users recognize de-
ceptive messages or suspicious links, and identify social engineering techniques.

2.2 Concept for Interaction Design

This approach builds upon interactive phishing awareness methods and draws
inspiration from the serious games and chatbot training systems [10,9]. The
concept of an interactive phishing awareness training system is applied, where
simulated phishing scenarios are followed by coaching, here in the form of an
LLM-based coach, acting as both a trainer and a guide. Users are exposed to the
scenarios within the platform while the coach is present to evaluate user reactions
and provide guidance based on their behavior [10]. Integrated into the environ-
ment, the coach engages with users when identifying phishing attempts, using
interaction design principles towards improving their detection skills. Language
models are utilized in terms of their increasingly capable language understanding
in the interaction design that consists of three distinct phases:

Message generation For campaigns simulating both benign and phishing mes-
sages, content is generated with contextualization. User and environment data
form the basis for creating targeted messages. Few-shot prompting and con-
straint techniques [5] are employed to augment LLM prompts with environment
descriptions. For example, the business areas of a company, division, or team;
the organizational structure, such as names and roles of co-workers and supe-
riors; and user-specific details, such as the employee’s role, tasks, and profile
information.

Engaging with users interactively To evaluate user responses to phishing
content, users are exposed to generated messages and asked how they perceive
them. The ensuing dialogue incorporates contextual information about the en-
vironment and the user to personalize and target the interaction [6]. The sys-
tem replicates message-based interactions such as e-mail exchanges and prompts
users to assess individual messages, e.g., by reviewing links. It then asks for a
decision on whether to trust a message or report it as phishing. The scenario
example includes security alert messages prompting immediate action, phish-
ing surveys attempting to collect sensitive information, and spoofed messages
impersonating trusted services [2].

Coaching based on response behavior Users are coached based on their
response behavior through explanations and discussions. The moment when a
user reacts needs to be immediately utilized for feedback [3], in order to create
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Fig. 1. Architecture of the adaptive phishing awareness training system, illustrating
the main components and data flows for message generation, user interaction, and LLM
integration.

a "teachable moment" to enhance learning outcomes. Here, the user’s under-
standing of the situation is crucial. Instantaneous feedback reflects their decision
within the context of guidance, whether phishing occurred and how the conse-
quences could affect, e.g., the company finances or personal data. Users can
actively discuss and ask questions in this situation. The coach will explain why
certain elements may indicate a phishing attempt and how to verify authenticity.
The coach highlights missed warning signs, such as manipulative urgency cues,
deceptive URLs, or inconsistencies in sender details. Positive reinforcement is
used in case of correct identifications.

Overall, this iterative process is aimed at strengthening users’ abilities to
recognize phishing tactics over time [8].

3 Research Prototype

For evaluating the adaptive approach by further experiments and future studies,
a research prototype architecture and implementation have been developed. This
section introduces the architecture and a concrete implementation in Python.

3.1 Architecture

Figure 1 presents the architecture of the LLM-based adaptive awareness training
system. The main application encompasses four components:

The Message Generator, handling the processing and generation of phish-
ing messages from three inputs. First, Message Generation Context consisting
of environment and user information is loaded for providing context when con-
structing a prompt. Secondly, from a collection of Message Samples, a message
is loaded to adapt it for the given context. Thirdly, the prompt is constructed
by loading a template from Prompt Templates and instantiating its variables,
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in particular instruction, context, and message. For example, a prompt will be
generated from a sample message on a calendar invite as a custom message
with details of the environment and user such as the department, position, and
superiors or co-workers.

The Training Environment UI hosts both the simulated phishing messages
and the dialogue with the LLM-based coach in an embedded chat. Here, a gen-
erated message is displayed together with real, unchanged messages. Following
message generation, the system displays messages and engages with the user
according to the interaction design. When selecting and viewing a message, the
user can determine in discussion with the coach whether or not it is a phishing
message and label the message.

The dialogue is coordinated by the Interaction Controller. The coach
engages in context-dependent discussions after the initial context is set using
an initiation prompt template. Per instruction to the LLM, it acts as a coach,
providing contextual information and discussing the message contents. Once a
message is labeled, the behavior of the user is discussed by reflecting their actions,
stating whether it is a phishing message, and providing further information and
guidance such as missed warning signs.

The LLM-API component invokes LLM services or local LLMs. To evaluate
LLMs and parameter configurations, multiple LLMs are supported. Local LLMs
are especially relevant since they are openly accessible, can be fine-tuned, and
further customized. In particular, instruction tuning can be modified, which
would otherwise restrict a model, e.g., not allowing phishing message generation.
LLM services commonly apply instruction tuning and other restrictions, which
limits their application for message generation. In addition, local LLMs allow
for privacy and data protection, not exposing user and company information or
message contents to services.

3.2 Prototype Implementation

A Python implementation of the architecture1 has been developed that aims to
determine the general feasibility of the approach and serves as a basis for further
experimentation and studies.

Training Environment UI The user interface component is realized by a
web-based UI with a Flask web-server, communicating with two modules that
contain the message simulation and interaction controller components. Figure 2
shows the training environment. Users are presented with a dashboard displaying
incoming messages in the fashion of an e-mail inbox, including real business
or personal communications in addition to potential phishing threats. Phishing
messages as well as legitimate ones were derived from sample messages by the
LLM with the aforementioned context, including user and company information.
According to the approach, users interact with messages and analyze each e-
mail to decide whether to report it as phishing or deem it legitimate. Figure 2
1 https://github.com/fhaer/adaptive-phishing-awareness-training

https://github.com/fhaer/adaptive-phishing-awareness-training
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Fig. 2. Prototype user interface simulating an e-mail inbox with phishing and non-
phishing messages. A legitimate message is visible, generated by the LLM Qwen 2.5
7B based on a sample message.

illustrates an example where the coach provides feedback after a user did not
label a phishing e-mail correctly in part (1). Parts (2) and (3) show the LLM’s
behavior when answering questions during coaching.

LLM Implementation and Setup Regarding LLM implementation, the LLM-
API component utilizes libraries for the OpenAI GPT-4o API and, as an in-
terface to LLMs running locally, the well-known Ollama and "llm"2 libraries.
Common APIs following the OpenAI standards enable the support for further
local LLM runtime environments such as LocalAI. Local LLMs are particularly
well-suited for this task, as they can run on-device without causing information
leakage and do not impose restrictions on phishing message generation.

When executing the platform on a laptop or workstation, local LLMs need
to be selected according to memory size and compute performance. In the initial
experiments, a MacBook with M2 processor and 24 GiB RAM was running the
following state-of-the-art on-device LLMs with 7 to 14 billion parameters: Llama
3.1 8B, Qwen 2.5 7B, Qwen 2.5 14B. These relatively small models were capable
of the generation tasks, regarding message generation and dialogue interactions.
All models produced convincing messages and helpful coaching interactions. Oc-
casionally, odd phrasing was observed when generating messages adapted from
the sample messages by Qwen 2.5 7B; this was not apparent in the other models.
Generation time ranged between 10 and 20 seconds for message generation and
answers in coaching. In a production environment, LLMs could be run on a com-
pany server or workstation with GPU acceleration for near-instant responses, or
in a cloud environment that meets data protection requirements. Overall, the
initial results indicate that smaller privacy-friendly on-device models can sup-
port the adaptive approach in message generation and coaching as demonstrated
in Figure 2 and 3.

2 https://llm.datasette.io/en/stable/

https://llm.datasette.io/en/stable/
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Fig. 3. Prototype interface during a coaching session involving a phishing message
generated by the Qwen 2.5 7B LLM. In part (1), the LLM-based coach responds after
the user incorrectly labels the message as legitimate. Parts (2) and (3) show the coach
answering follow-up questions.

4 Conclusion and Future Work

This study explored the approach, architecture, and prototype implementation
of an adaptive phishing awareness training system. The initial prototype demon-
strates the feasibility of applying Large Language Models (LLMs) for adaptivity
and interactive learning. In particular, the results show that LLMs can be applied
in phishing awareness training for (1) generating messages targeted at specific
users and (2) conducting coaching sessions that adapt to users and help them rec-
ognize phishing by discussing individual messages and tactics. The tested open
source LLMs, running locally, were found to be generally suitable and benefi-
cial in terms of privacy and data protection compliance. Overall, the LLM-based
approach enables adaptivity, immediate feedback, and interaction, indicating po-
tential for cybersecurity awareness training beyond traditional online training.
In future research, it is planned to develop the approach and prototype further,
conduct a user study, and begin experiments on the effectiveness and efficiency
of adaptive awareness training methods.
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